Industry: Oil and Gas/Refining/Chemicals, Research

Products Used: Data Acquisition, LabVIEW, PXI/CompactPCI

Analyzing Black Carbon Particles with a LabVIEW-Based DAQ System

By: David Thomson, Systems Integrator, Original Code Consulting, and Greg Kok, Staff Scientist, Droplet Measurement Technologies

The Challenge: Acquiring data from randomly occurring particle events with a relatively high frequency of signals while synchronizing four channels of data.

The Solution: Using the NI PCI-6110 simultaneous sampling multifunction DAQ Card to acquire signals from all four channels at the required frequency while maintaining the phase information between channels.
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The front panels of the SP2 software programs display real-time analysis histograms, housekeeping graphs, and recently obtained particle data.
Analyzing Black Carbon Particles in the Atmosphere

Droplet Measurement Technologies developed the Single Particle Soot Photometer (SP2) to analyze black carbon particles in the atmosphere. The instrument samples atmospheric particles as they pass through a laser and analyzes them based on how they scatter light and on their incandescence. Four avalanche photo-diode detectors collect the scattered and incandescent light, and filters separate the measurement into different portions of the incandescence spectrum. When particles enter the laser beam in the SP2, they typically scatter a measurable amount of light into the Channel 0 avalanche photo-diode. If the particle is strongly absorbing, such as soot or black carbon, it quickly absorbs enough laser energy to become incandescent. Channels one through three in the SP2 then measure various wavelength regions of the incandescence. 

Using NI Hardware to Perform Triggering and Achieve High Data Streaming Rates

Though scattered light generally triggers the system, small, strongly absorbing particles may not scatter enough light to be reliably detected using the scatter signal, yet may have strong enough incandescence to produce an easily measured incandescence signal. Thus, to detect all possible particle types, we must be able to trigger the system from either Channel 0 (scatter) or Channel 1 (incandescence). We selected the NI PCI-6110 to accomplish this. Rather than multiplexing many analog input lines into a single digitizer, which results in skew between channels, the PCI-6110 has four separate digitizers with a common clock. It also can acquire data at 5 MS/sec on all four channels. However, because the NI PCI-6110 has only a single analog trigger, we either had to consolidate the two trigger events with custom external circuitry or detect them in software through continuous data acquisition. At the same time, we needed to maximize the amount of time that the hardware was armed for a trigger. 

If a dual-channel hardware trigger were developed, or a software or hardware trigger on only one channel were to be used, a typical triggered-acquisition mode would provide less-than-ideal performance because of the significant overhead in setting up each acquisition. After the hardware receives a trigger and the buffer is filled with data, it takes tens of milliseconds to transfer that data to the computer memory and reconfigure the DAQ device for the next acquisition. During this time, the DAQ device cannot acquire new data and signals arriving at random times are lost. The duty cycle for this mode of operation – that is, the time spent actively acquiring data divided by the total time – gets progressively worse as the concentration of particles, and hence the event rate, increases. Tests showed that for this method of acquisition, the duty cycle reached a low of 0.25 percent with a high event rate, allowing the system to record only 50 events per second.

To avoid reconfiguring the acquisition for every event, we chose to run the DAQ card in a continuous acquisition mode. By converting the program to this type of acquisition, we improved the performance dramatically. At low event rates, or low particle concentrations, the software reaches nearly 100 percent duty cycle with almost no lost data. At this point, all four channels acquire data at 5 MS/sec and DMA transfers 20 MS/sec of data into the computer memory. Each sample requires 2 bytes, creating a total throughput of 40 MB/sec over the PCI bus. The program runs on a 200 ms cycle time and acquires 1 MS of data from each channel simultaneously. After the system acquires one burst of 1 MS, it transfers the data to memory and scans it for events by looking for triggers on either of the first two channels. It then bundles all events and stores them to disk before the next 1 MS of data is ready. 

At higher data rates, the time required to scan for events and save them to disk exceeds the loop time, resulting in a lower duty cycle. At the highest event rates – about 20,000 events per second, corresponding to saturating the system with particles – the system reaches a low of 28 percent duty cycle, resulting in a maximum acquisition rate of more than 5,000 events per second. Luckily, this high particle concentration is quite rare in the environment. Furthermore, when the event rate does increase and the duty cycle drops from 100 percent, the system is collecting a large amount of data, allowing it to derive relevant statistical information despite the loss of duty cycle. Thus, the reduced duty cycle only occurs when the system can most easily tolerate it.

Although the continuous acquisition mode was critical in achieving high duty cycle, the nature of this system did not allow us to use the standard approach to continuous acquisition. Normally, using continuous acquisition, the acquisition time determines the data acquisition loop rate, and we can assume that the loop will be ready to handle the next burst of data before it fully acquires the data. In our case, however, the loop runs at a maximum rate determined by the acquisition time, but might run slower depending on the demands the acquired data imposes on the CPU. Thus, we could not apply the normal continuous acquisition mode with “read data relative to last read mark.” If we used this method, when the loop did not keep up with the acquisition, the system would partially overwrite the data in the buffer and generate an error. Although we could accommodate that specific error programmatically, it would be difficult to correct the mixing of the data buffer, in which older data would appear after newer data. Thus, instead, we used continuous acquisition with “read relative to end of data.” In this mode, the system reads the last “n” points of data from the buffer, regardless of whether or not the program has kept up with the buffered data. In this way, we could allow the data acquisition loop to run slower than optimal without overwriting the data in the buffer. However, we created additional timing logic in the software to ensure that the loop did not run faster than the optimal rate, as could happen during low event rates. If this were to occur, the same buffered data could appear in more than one acquisition, resulting in statistically inaccurate results.

Easily Managing Multithreading Tasks with LabVIEW

In addition to acquiring data at a maximum duty cycle, we needed to perform statistical analysis on the acquired events. Since acquisition during high particle concentrations already taxed a relatively fast computer (1.5 GHz P4), we employed a dual processor computer. Distributing the required software tasks across the two processors was simple with the inherent parallelism and ease of multithreading in LabVIEW. We obtained a 2.2 GHz P4 Xeon computer and divided the software into three tasks. The operator starts the primary task, the data acquisition program, which runs at time-critical priority and can optionally start the housekeeping task and the real-time analysis task, both of which run at normal priority. In combination with the Windows 2000 multithreaded operating system, the LabVIEW execution engine then distributes the three tasks over the two available processors. The Windows Task Manager indicates that the data acquisition task runs primarily on one processor, often using a large percentage of that processor's CPU cycles. When the other two tasks begin, the second processor is more fully utilized.

The housekeeping task acquires data at a relatively slow rate, typically 1 Hz, from numerous system components, including temperatures, pressures, flows, and voltages. Using an NI PCI-6036E multifunction DAQ device, it also controls two analog outputs that drive the flow controller settings.

The real-time analysis task reads a global variable containing the most recent events recorded by the data acquisition task. It then calculates peak heights, widths, and other parameters, and creates histograms and other statistical measures of the acquired events. A global variable is an appropriate mechanism for the transfer of the data between the data acquisition task and the real-time analysis task since there is only one writer and one reader, making race conditions irrelevant, and since the real-time analysis task is interested only in the most recently acquired data. If the system acquires too much data to process, the real-time analysis automatically skips any that it cannot keep up with. The statistical results are still valid in this case, and the system conducts a full analysis after data acquisition. The figure above shows some of the histograms the real-time analysis task generated, as well as the other task windows in the background.

Reducing Development Time with NI Hardware and Software


This application demonstrates how we solved a demanding problem using high-end National Instruments hardware, the multithreading capabilities of LabVIEW, and off-the-shelf components. With the NI products, we achieved continuous detection of random events at high rates with simultaneous real-time analysis. The NI hardware and software saved valuable development time by providing easy-to-implement solutions for unusual triggering and high data streaming rates. As a result, the Single Particle Soot Photometer system can acquire 20 MS/sec of data at nearly 100 percent duty cycle, scan that data for randomly occurring events, and present real-time statistical results to the operator.
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